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Abstract—We introduce a benchmark for evaluating the performance of large scale sketch-based image retrieval systems. The necessary data is acquired in a controlled user study where subjects rate how well given sketch/image pairs match. We suggest how to use the data for evaluating the performance of sketch-based image retrieval systems. The benchmark data as well as the large image database are made publicly available for further studies of this type. Furthermore, we develop new descriptors based on the bag-of-features approach and use the benchmark to demonstrate that they significantly outperform other descriptors in the literature.
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1 INTRODUCTION

For most image databases, browsing as a means of retrieval is impractical, and query based searching is required. Queries are often expressed as keywords (or by other means than the images themselves), requiring the images to be tagged. In view of the ever increasing size of image databases, the assumption of an appropriate and complete set of tags might be invalid, and content based search techniques become vital.

Different types of content based image queries have been suggested and analyzed: example images; rough, blurry drawings of the desired colors; simple outline sketches; and combinations or extensions thereof [1]. We believe that outline sketches are typically easier and faster to generate than a complete color description of the scene. And they can be generated for arbitrary desired images, while example images may or may not be at hand when searching. In addition, input devices change in favor of sketching as touch-enabled devices become more common. In other words, sketch-based image retrieval (SBIR) is a relevant means of querying large image databases.

Several approaches for SBIR have been suggested. However, to achieve interactive query response, it is impossible to compare the sketch to all images in the database directly. Instead, descriptors are extracted in a pre-process and stored in a data structure for fast access. Very commonly, the descriptors are interpreted as points in a high-dimensional space and finding close matches means searching for nearest neighbors in this space. Moreover, image descriptors can be roughly classified into global vs. local descriptors: global descriptors encode specific features of the whole image that suffice to describe the “gist” of the scene [2], while many local descriptors need to be extracted for a single image, with each descriptor describing only a small spatially localized region of the image [3]. While the use of local descriptors is a common approach in example based image retrieval [4], [5], [6], [7], SBIR systems up to now still employ global descriptors and thus inherit their drawbacks, mainly being not invariant to affine transformations.

An important design feature for any descriptor based retrieval system is that the distance metric in feature space correlates with perceptual similarity. To gauge this perceptual similarity, ground truth information from user studies is needed. Interestingly, Forsyth [8] criticizes the design of many existing image retrieval systems for not meeting real users’ needs when they are based on image collections that are comprehensively tagged but are typically unrealistically small.

We design a benchmark for SBIR that is based on a large collection of images, several orders of magnitude closer in size to real data sets than other collections. We also design local descriptors for SBIR. The benchmark allows us to show that they better model humans’ perceptual metric between outline sketches and images. More particularly, we report on the following contributions:

- In a controlled user study we gather a dataset of more than 30,000 ratings indicating how well sketch/image pairs match. The analysis of the ratings shows (probably for the first time) that human subjects rate the similarity of sketches and images in a predictable and similar way. Thus, the data defines a benchmark that can be used to evaluate how well the results of an arbitrary SBIR system correspond to human expectation. Additionally, we define a set of 100,000 Creative
Commons images that is used along with the benchmark. We will make the image database as well as the benchmark freely available for other researchers to compare image retrieval algorithms and evaluate SBIR systems.

- We adapt existing image features (such as shape contexts or SIFT) to SBIR and also introduce new local shape features. These features are used in a bag-of-features approach for SBIR. Based on our benchmark we can show that the bag-of-feature approaches generally outperform existing global descriptors from the literature – we attribute this mostly to translation invariance. And among the bag-of-features approaches the new feature descriptor we designed specifically for SBIR indeed performs better than other general image features.

Based on the new descriptors, we introduce prototypes for several applications that benefit from SBIR.

2 Setup of the Experiment

We assume that humans generally agree that a simple sketch may be perceptually closer to some images than to others. However, we make no assumptions on the similarity of this behavior across humans or even if humans would rate the likeness of images similarly. Given a few examples of similarity ratings, we ask if humans gauge other pairs of sketches and images consistently over time and across subjects. If so, we would like to gather these measurements for comparison with measurements based on feature extraction in computer systems.

To answer this question, we conducted an experiment, in which we show pairs of sketches and images (see Figure 1) under controlled conditions to human subjects and ask them to rate the similarity of the pair. We discuss the following design choices for the study:

- Sketches shown in the study
- Images paired with the sketches
- Human-computer-interaction during the experiment to gather the ratings
- Benchmarking SBIR systems using the results of the study

In the following section, we describe how the experiment was performed and comment on the results.

2.1 Gathering input sketches

The choice of query sketches essentially defines the difficulty of the resulting benchmark. It is important to define it in such a way that current systems can be evaluated. If the sketches would contain too much abstraction, current systems would perform very badly and an evaluation would have to deal with more noise. Overall, we tried to select the set of sketches for the study such that a reasonable compromise between users’ demands towards a query system and the capabilities of current systems is achieved.

We gathered a large number of sketches drawn by different subjects that are not biased towards potentially working with a particular SBIR system. In order to achieve a wide spectrum of drawing styles we asked a total of 19 subjects to draw sketches using two different methods: first, 16 individuals (that had not been exposed to SBIR) generated arbitrary input sketches depicting arbitrary scenes or objects, drawing them in a way they would expect to work well for an imaginary retrieval system. For inspiration we gave them a list of categories (plants, animals, skylines, landscapes, machines, humans) but we stressed that sketches from any other category were also allowed and actually desired. Second, we asked three subjects to also create sketches by roughly tracing the objects seen in existing color images. For both types of sketches, we emphasized that including shading information and cross-hatching techniques should be avoided, instead we asked to create rough outlines that are quick and simple to draw.

This resulted in a total of 164 sketches created for the purpose of this study. From this set we manually selected 49 sketches with the aim that they match reasonably with a sufficient number of images in the database. We used the following criteria in our selection: sketches should depict shape rather than symbols; they should depict non-fictional objects; if any perspective was used it should be reasonably realistic. Using this set of sketches, we now describe how the images for presentation and ranking were chosen.

2.2 Defining sketch/image pairs

Performing the user study requires us to select a certain number of images to be presented for rating along with the sketches. Randomly sampling images from a large image database turned out to not be
applicable: the number of non-relevant images in the database given a certain sketch is large and would likely cause frustration throughout the experiment and also create insufficient data for close matches.

Ideally, we would like to gather a set of sketch/image pairs exhibiting the following properties:

- Rating the complete set should be possible in about one hour per participant in order to avoid fatigue. We settled for 31 sketches (allowing for a wide variety of scenes and objects depicted) and 40 images associated with each sketch.
- The set should generate roughly the same number of ratings for each discrete rank on our ranking scale (i.e. approximately same number of well matching and poorly matching images associated with each sketch). This, however, would require a-priori knowledge of how subjects rate the matches. To approximate this property, we performed a pilot study.

We generated preliminary sketch/image pairs by using a subset of the best-performing SBIR systems from Eitz et al. [9].

For each of the 49 sketches selected in Sec. 2.1, we queried for the top ranking 20 images using three variants of Tensor descriptor as well as the HoG descriptor (we discuss this process and its potential to generate a biased sample later). This resulted in a collection of $3 \cdot 2 \cdot 20 \cdot 49 = 5880$ sketch/image pairs (including duplicates). Without duplicates, a set of 4532 sketch/image pairs remained.

Using these sketch/image pairs, we performed a pilot-study with three participants, gathering $3 \cdot 4532 = 13596$ ratings. As expected, the distribution of ratings was not uniform for most sketches (see Fig. 7). We now show how to select a subset of these sketch/image pairs that would likely generate a more uniform distribution of the ratings in the final study.

Assuming a uniform distribution of the ratings over the scale 1 to 7, 40 images per sketch would lead to an average of $40/7 \approx 5.71$ ratings per discrete rank on the scale. For each sketch we computed the standard deviation $\sigma$ of the number of ratings from the desired mean of 5.71, and discarded the 18 sketches with the largest $\sigma$ (exclusively corresponding to sketches associated with many poorly matching images). For the remaining sketches, we randomly sub-sampled the set of associated images such that exactly 40 images remained, however, biasing the sub-sample towards a uniform distribution of ratings. This procedure mostly eliminated images with poor ratings, as expected.

The result of the pilot study is a set of 31 sketches, with exactly 40 images associated with each sketch. This resulting set of 1,240 sketch/image pairs is used in the final user study and presented to the participants for rating. The distribution of ratings from the pilot study and the final study is visualized in Fig. 7 and illustrates clearly, that the proposed subsampling strategy was successful in selecting sketch/image pairs that are closer to a uniform distribution of ratings.

2.3 Interaction for gathering the ratings

We showed each sketch/image pair side by side on a 24 inch LCD monitor under controlled environmental conditions (i.e. similar lighting conditions, no significant audible distraction, 80 cm viewing distance). An example display is shown in Figure 1. Subjects were exposed to the stimulus for 2 seconds. After the stimulus the screen turned black for 1 second. Subjects were asked to rate the similarity on a 7-point Likert scale [10] from 1 (best) to 7 (worst), by pressing the corresponding number key on a keyboard. The rating could be submitted and changed during the total of 2 seconds of stimulus or the 1 second of blank screen, but not afterwards. After the 3 seconds, the next pair was automatically displayed.

The first set of pairs was presented with a suggested scale (see below). After that, the experiment started and pairs were presented in random order. Participants were allowed to pause the study at any time. Apart from the final rating we also recorded the time until the final rating.

2.3.1 Anchoring

To understand if subjects rate sketch/image pairs consistently over time and, if so, to get comparable ratings across subjects it is important to expose subjects to example pairs and a desired rating. Thus, directly prior to the experiment we display a set of 21 sketch/image pairs (3 sketches, with 7 corresponding images each, as shown in Figure 2) together with their corresponding ratings to each participant.

The idea is that human subjects use this information for anchoring, creating a bias towards these ratings for similar matches: if human subjects are able to consistently rank the likeness of sketches and images then anchoring works. If humans are generally unable to consistently assess the matches then the effect of examples would quickly diffuse and subjects would rate the matches randomly or following some mechanism that we are not aware of. We include the set of sketch/image pairs used for anchoring randomly into the later part of the experiment.

If consistent similarity rating based on visual perception was impossible, this would now be easy to detect by analyzing if subjects significantly changed their rating for the examples or if ratings were inconsistent across subjects despite the anchoring.

2.3.2 Choice of stimulus duration

It is clear that the sketch/image pair cannot be shown too short or too long. Our setup leads to disks with a radius of roughly 2cm being projected into the foveal region of the eye. This means a human observer needs
saccades to compare features in the sketch and the image. Fixations between saccades are rarely shorter than 200ms across different visual activities [11]. In a similar experimental setup and comparable content a recent study reports a mean time of 250ms between saccades [12]. Thus, comparing few features in the pair requires at least a roughly a second, perhaps more. In a preliminary experiment our participants found display times less than two seconds exhausting. On the other hand, more time leads to more high-level considerations and more noisy data. We therefore settled for 2 seconds presentation time. This also helped to keep the time for rating the set of 1,240 sketch/image displays to roughly an hour, which we considered tolerable.

3 Evaluation

Given the experiment we now discuss how to evaluate the results. We propose to base the evaluation on rank correlation and show how this approach can also be used to compare automatic SBIR systems against the human data gathered in the experiment.

3.1 Rank correlation

Let \( x \) be a list of \( n \) ratings with \( x_i \) denoting the rating assigned to the \( i^{th} \) element. Kendall’s tau [13], [14] is a widely used measure of rank correlation, allowing to assess the degree of correspondence between two ordered lists of the same elements and determine the significance of this correspondence. In our setup, these lists are generated in two areas: first, participants of the user study rank the benchmark images with respect to a benchmark sketch (visualized in Fig. 3). Second, SBIR systems rank the results of a query with respect to a query sketch. Contrary to linear correlation, as used in a benchmark related to ours [15], Kendall’s rank correlation coefficient is independent of the scale and distribution of the data to be compared. Therefore, it facilitates a direct comparison of the experimental data (on a scale from 1-7) with the results of any retrieval system, given the particular system is able to generate a weak ordering of the result images when querying with a particular sketch.

Kendall’s rank correlation coefficient is computed as the difference between the number of concordant (similarly ordered) and discordant (reversely ordered) pairs of ranks \((x_i, y_i)\) and \((x_j, y_j)\) in two ordered sets \(x\) and \(y\). A pair is concordant if \((x_i - x_j)(y_i - y_j) > 0\) and discordant if \((x_i - x_j)(y_i - y_j) < 0\). Normalization by the total number of pairs is applied to gain independence of the test set size. Let \(n_c\) denote the number of concordant and \(n_d\) denote the number of discordant pairs then \(\tau\) is defined as:

\[
\tau = \frac{n_c - n_d}{n(n-1)/2}
\]  

(1)

According to this definition, \(\tau\) can take values in the range \([-1, 1]\), with \(-1\) indicating a reversed list, 0 indicating that the two lists are independent and 1 indicating that the two lists have the same (weak) order.

To summarize, we suggest to use Kendall’s tau as a measure to compare the performance of a SBIR system against the data gathered in the user study, thus defining a general benchmark for SBIR systems.

3.1.1 Tied ranks

It is common in our setting that the ranks of pairs in a list are tied, i.e. have the same rank: subjects evaluated 40 images on a discrete scale from 1 to 7, necessarily resulting in a certain number of ties. Also, a SBIR system may produce exactly the same score for two images in the collection, thus possibly producing tied pairs. Our measure of correlation needs to be able to deal with those cases; the denominator in Equation 1 is too large in the case of ties and thus needs to be adapted to keep the correlation coefficient in the range \([-1, 1]\).

Let \(N = n(n-1)/2\) (number of possible pairs in a set of \(n\) distinct elements), \(U = \frac{1}{2} \sum_{i=1}^{n-1} t_i(t_i - 1)/2\) (number of ties in the first list) and \(V = \frac{1}{2} \sum_{i=1}^{n-1} u_i(u_i - 1)/2\) (number of ties in the second list). Kendall’s rank correlation coefficient adapted to the case of ties is denoted as \(\tau_b\) and defined as [14]:

\[
\tau_b = \frac{n_c - n_d}{\left((N-U)(N-V)\right)^{1/2}}
\]  

(2)

3.1.2 Measuring statistical significance

Assuming the null hypothesis of no correlation \(H : \tau = 0\) is true, we are interested in the probability of obtaining a correlation coefficient \(\tau\) greater or equal than the actually observed correlation coefficient \(\tau_o\) by chance (\(p\)-value). In other words: each observed rank correlation value \(\tau_o\) comes with a corresponding \(p\)-value, with lower \(p\)-values indicating that it is less likely to observe \(\tau \geq \tau_o\) in case the two ordered lists are actually not correlated.

Kendall’s tau allows for a very convenient assessment of the significance of a correlation value, since the distribution of correlation value frequencies quickly tends to a Gaussian distribution with
\sigma^2 = (4n + 10)/9n(n - 1) \text{ for } n > 10. \text{ For smaller sample sizes, the exact distribution can instead be easily computed. In the case of ties, the distribution also tends to a Gaussian, however with a different standard deviation [14].}

Throughout the paper we assess significance of correlation coefficients using a significance threshold of \( \alpha = 0.05 \), i.e. accepting the null-hypothesis of no correlation for \( p \geq \alpha \). For \( p < \alpha \) we reject the null-hypothesis and instead accept the hypothesis that the two ordered lists indeed correlate.

### 3.2 Benchmarking SBIR systems

We propose to use the 31 ordered lists (one per sketch) resulting from averaging the ratings over the 28 study participants as "ground-truth". Each of these lists can be seen as a consensus between the participants and is optimal in the sense that it maximizes the average Spearman’s rho rank correlation coefficient between the 28 lists from the data and the estimated one [14].

We use the resulting 31 benchmark lists to evaluate other SBIR system’s results by determining Kendall’s rank correlation coefficient \( \tau_b \) for each of the corresponding 31 ordered lists generated by the system. Benchmarking a system thus results in 31 correlation coefficients that for each sketch indicate how well the system ranks the benchmark images compared to human judgement. Throughout this paper, we report the average of those 31 correlation coefficients as the performance indicator for a specific system.

The complete set of sketches and images selected for the benchmark is shown in the additional material. The images corresponding to the sketches are sorted according to the order defined by the benchmark, i.e. a retrieval system achieves high correlation values if it returns the benchmark images in the same order as shown in the additional material.

To summarize, benchmarking an arbitrary SBIR is now straightforward and requires the following steps:

- Place the 1,240 benchmark images in the collection of 100,000 images (note that this is not strictly necessary when using global descriptors).
- For each of the 31 benchmark sketches, perform a query on the resulting collection of 101,240 images and determine the ranking of the corresponding benchmark images in the result set.
- For each of the resulting 31 ordered lists, compute \( \tau_b \) against the corresponding “ground-truth” list.

The resulting values can be compared to the rank correlation coefficient across subjects in the study (see Figure 5). An ideal system would perform similar to human subjects.

### 3.3 Study and analysis

We gathered our data using the experimental setup described in Sec. 2.3. Our 28 participants had an average age of 25.5 years (±3.1), 23 were male, 5 female.

#### 3.3.1 Consistency among sketch/image pairs

To understand if the 7 point scale we used in the experiment is not introducing noise, we analyzed the distribution of ratings by grouping the ratings according to the median of the 28 ratings for each sketch/image pair \( p_i, i \in \{1, \ldots, 1240\} \). Let \( r_{i,j} \) denote the rating of \( p_i \) by participant \( j \) (\( j \in \{1, \ldots, 28\} \)). We first compute the median rating \( m_i \) for each \( p_i \) as \( m_i = \text{median}_j(r_{i,j}) \). We then define the multiset of ratings that fall into a common bin \( k \) when binning according to their associated median rating \( m_i \) as

\[
B_k = \{ r_{i,j} | k \leq m_i < k + 1 \}, k \in \{1, \ldots, 7\}. \tag{3}
\]

For each \( B_k \) we show the mean and standard deviation in Figure 8 (left) and the histogram in Figure 8 (right). The analysis shows that the number of ratings is roughly uniform over all 7 bins with a slight peak at bin 6. The variance of the ratings is smallest for the lower and higher bins and peaks at bin 4 with \( \sigma = 1.4692 \), i.e. participants were quite consistent for good and poor matching pairs and slightly less consistent for the average matches.

#### 3.3.2 Correlation analysis

We have performed a correlation analysis of the rating results of this study. As discussed we use Kendall’s rank correlation coefficient \( \tau_b \).

First, we analyzed the correlation of ratings throughout the experiment for the sketch/image pairs used for anchoring. 77.4% of the resulting correlation coefficients can be accepted as significant, the resulting distribution of values is shown in Figure 4. We conclude from this analysis that for most subjects anchoring is significant, i.e. we can accept the hypothesis that the ratings given by the participants are correlated with the ratings shown in the anchoring process.

Second, we compared the ratings across subjects. For each sketch, we computed \( \tau_b \) for all possible pairs of lists generated by the 28 subjects. This resulted in a total of 378 correlation values per sketch – the number of possible pairs for 28 participants. The analysis reveals that the ratings across subjects are mostly consistent, 86% of the inter-user correlation values lie over the significance threshold for \( \alpha = 0.05 \).

While \( \tau_b \) describes the correlation between two sets, we are also interested in a measure of agreement among the 28 participants (per sketch) as a group. This is known as the problem of \( m \) ordered lists and formalized by Kendall’s W [14]. We have computed Kendall’s W for all 31 sketches – the results show that for most sketches, the agreement between the study participants is strong, with all correlation values being highly significant.

Altogether, we take this as a strong indication that humans agree on how well a sketch fits a natural image – a further indication that sketches can be
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Fig. 3. Examples for ordered lists leading to various \( \tau \) values. First row: benchmark, a subset of the images corresponding to the sketch on the left ranked as defined by our benchmark. Second and third row: different orderings of the same images as in the first row leading to varying \( \tau \) values.

Fig. 4. For each subject, the plot shows three correlations. These values denote how well the subject’s ratings correlate with the ratings defined in the anchoring process for the three sketches shown in Figure 2.

used in image retrieval systems and an additional motivation to develop systems that match humans’ expectations. This also indicates that a benchmark created from this data is sound and general enough to cover the similarity perception of a large body of different users. For each sketch, we visualize the distribution of \( \tau_b \) and the value of W in Figure 5.

Third, we analyzed how human subjects perform against the benchmark. Note that in this case Kendall’s W is not appropriate since we are indeed only interested in the correspondence between two ordered lists: the benchmark’s and a subject’s. For each subject we therefore computed 31 \( \tau_b \) coefficients (one for each sketch), estimating the correspondence between the subject’s data and the the benchmark. The analysis shows that 99% of the correlation coefficients lie over the significance threshold for \( \alpha = 0.05 \).

We take this as a strong indication that the proposed benchmark adequately reflects human assessment of shape/image similarity. We plot the resulting distribution of \( \tau_b \) coefficients in Fig. 6.

4 Descriptors & Indexing

We propose using a bag-of-features approach [5] for SBIR employing small local descriptors. This allows basing the search on a standard inverted index datastructure from text-retrieval [16]. We discuss the four main components of our retrieval system: a) definition and representation of local features, b) sampling strategies defining the coordinates in image space of the features to be extracted, c) codebook definition and d) the actual search algorithm based on an inverted index. While we rely on existing methods proposed in the literature for sampling, learning a codebook and defining the search algorithm, our work focuses on feature representation, as this is the part where SBIR systems differ strongly from classical example-based retrieval systems. In particular, we evaluate which feature representations are best suited for implementing a bag-of-features based SBIR system by searching the parameter space for well performing combinations. We base our performance evaluation on the benchmark defined in Section 3, i.e. on real user’s preferences.

4.1 Bag-of-features model for image retrieval

Using inverted indices for image retrieval has been inspired by techniques from text retrieval [4] and indeed bears many similarities with text retrieval approaches. However, there are several main differences:

- Text documents are naturally separated into atomic, semantically meaningful entities (words), pixels alone however do not contain sufficient information. Instead, larger image patches are considered as a whole and a feature encoding
We next quickly discuss the design choices made in our system for addressing those issues and then discuss the proposed feature representations that we have identified as suitable for sketch-based image retrieval in more detail.
Fig. 8. Distribution of ratings in bins $B_k$ (see Eqn. 3). Left: mean and standard deviation $\sigma$, right: histogram.

Fig. 9. Best/worst sketches regarding user/user correlation. Best sketches are shown in the top row and correspond to sketches 4, 6, 11 and 19 in Figure 5, worst sketches are shown in the bottom row and correspond to sketches 5, 20, 27 and 28.

4.1.1 Sampling strategies

Initial experiments with the SIFT interest point detector [3] have – as expected – shown that very few to no interest points are detected on our binary sketches. Instead we perform random sampling in image space which has been shown to work well in a bag-of-features setup for image classification [17]. We employ two different strategies, tailored to the features to be extracted from the sample regions: a) generating 500 random samples in image space and b) generating 500 random samples on the sketch lines. In the next section we describe which strategy is appropriate for which descriptor.

4.1.2 Codebook generation

We learn codebooks from a set of 20,000 training images (disjoint from the set of query images). For each training image we extract 500 features sampled on random locations and perform k-means clustering on the resulting set of 10 million feature vectors. We evaluate the influence of the codebook size on retrieval performance by testing the following range of codebook sizes: 250, 500, 750 and 1,000.

4.1.3 Search strategy

We rely on standard methods for creating and querying the inverted index [16], [18]. Creating the index in our implementation for 1 million images takes roughly 4 hours, a query for 50 images takes a couple of seconds, depending on the number of distinct visual words in the query. Note that those timings could be easily improved, this however was not the focus of this work.

4.2 Local features for representing sketches

In this section we describe our approach to identifying suitable local descriptors for SBIR, capable of capturing essential properties of local sketch areas. We start with two popular feature representation approaches, that naturally seem to be suitable for representing our binary sketches: a) shape contexts [19] and b) histograms of oriented gradients [3], [20]. We then explore if and how those descriptors need to be modified to work well for SBIR and evaluate a large range of parameter settings against our benchmark to identify the best performing descriptor. We show the results of our evaluation in Figure 11.

When extracting descriptors from photographs we apply the Canny edge detector [21] in a pre-process. We use a (rather large) $\sigma = 5$ in order to suppress small lines that are unlikely to be sketched by users. We use a low threshold of 0.05 and a high threshold of 0.2 (both thresholds are taken relative to the minimum/maximum magnitude of gradient remaining after the non-maximum suppression step).

4.2.1 Shape context

Shape context features encode the distribution of sample point locations on the sketch relative to each of the other sample points (see Figure 10, left). The distribution is encoded as a log-polar histogram with 5 bins for (logarithmic) distance and 12 bins for angles. Because each shape context encodes information about all the other sample points, it inherently
Fig. 10. Left: the (localized) shape context descriptor samples random points on the extracted sketch lines and stores the distribution of the positions of those points relative to its center. Middle: the spark descriptor samples random points in image space, traces rays within a radius until a sketch line is hit and stores the distribution of hit-point parameters relative to its center. Right: the SHoG descriptor employs a histogram of dominant gradient orientation within a local rectangular area around a random sample point in the image.

captures global information about the shape. For our purposes, we localize shape contexts by computing the distribution only within local regions of the sample point with a fixed radius. We sample 500 points on the feature lines and use several local radii (in percent of the image diagonal): 5, 10, 15, 20, 25, 30. Additionally, we test the global variant, encoding for each sample point the distribution of all other points on the shape.

4.2.2 Spark feature

We introduce the Spark feature as an extension of shape context features, specialized for the needs of SBIR. While they bear some similarity with shape contexts regarding the information that is encoded, both the way that other sample points on the sketch are generated as well as the local region they describe are different. First, we generate random sample points in the image domain. Note that those sample points must not lie on sketch lines, instead they are generated to lie in the empty areas between feature lines. For each sample point we trace rays of random direction until the first feature line is hit, if any (see Figure 10, middle). The descriptor then stores the distribution of several properties of the feature lines at the hit-points. We have tried several variants, including 2D histograms storing distance/angle information (as in the shape context), distance/orientation information (orientation of the feature line at the hitpoint) and a 3D histogram variant, storing distance, angle and orientation information.

4.2.3 Histogram of oriented gradients

Histograms of oriented gradients (HoG) are usually implemented as 3D histograms encoding the distribution of gradient orientations in small local areas [3], [20]. We test the localized variant used in the SIFT descriptor (4x4 spatial bins and 8 bins for gradient orientation) extracted from a range of differently sized local rectangular windows (in percent of the image diagonal): 5, 10, 15, 20, 25, 30. We determine sampling locations by random sampling in image space.

4.2.4 SHoG feature

We improve the standard histogram of oriented gradients descriptor by storing only the most dominant sketched feature lines in the histogram of oriented gradients. This helps to make descriptors extracted from user sketches and descriptors extracted from the database image more similar, improving the probability that descriptors that are near in feature space correspond to perceptually good matches. We use Canny lines as an indicator for important features and store only orientations that correspond to data lying under a slightly blurred version of the Canny feature lines. We test the same variants of rectangular windows as with the standard histogram of oriented gradients descriptor. The resulting descriptor is visualized in Figure 10, right.

4.3 Evaluation of descriptor performance

We evaluate performance of the local SBIR descriptors using the benchmark defined in Section 3. We are interested in how the following three parameters influence retrieval performance: a) codebook size, b) local window size for feature extraction and c) feature representation. For each of the six descriptor variants (histogram of oriented gradients, shape context, spark (2D, 2D, 3D), and SHoG) we therefore evaluate all combinations of four different codebook sizes (250, 500, 750, 1,000) and seven local feature window sizes (5, 10, 15, 20, 25, 30, in percent of the image diagonal). We generate the codebooks from a training set of 20,000 images, randomly sampled from 9 million Flickr images which is disjoint from the evaluation set. The evaluation set contains 100,000 images (also randomly sampled from the same set of 9 million Flickr images) plus the additional 1,240 benchmark images. For all combinations, we compute inverted indices using the corresponding codebooks.
and the descriptors extracted from the evaluation set of 101,240 images.

We then benchmark all resulting retrieval systems (defined as a combination of feature type, codebook size and local radius) with the method proposed in Section 3, i.e. we perform queries with each of the 31 benchmark sketches and determine the order of the corresponding 40 benchmark images in the result set. We show a visualization of the results in Figure 11 and comment on the findings in the next section.

5 Results and Applications

In this section, we comment on which system parameters mainly influence performance of the proposed local SBIR descriptors and show several experimental applications that benefit from a state-of-the-art SBIR system. We show a demo of the retrieval system as well as all experimental applications in the accompanying video.

5.1 Finding optimal local descriptor parameters

We discuss our findings regarding the influence of codebook size, local feature window radius and feature representation on retrieval performance. Additionally, we present the results of the evaluation of a set of four different global sketch-based descriptors: Angular radial partitioning (ARP) [22], edge histogram descriptor from the MPEG-7 standard (EHD) [23] and the Tensor and HoG descriptors [9] and evaluate, whether a bag-of-features based approach is superior to a global approach. All performance numbers have been determined by evaluating the corresponding retrieval system with a certain set of parameters against the benchmark defined in Section 3. A combined plot summarizing the results is shown in Figure 11.

5.1.1 Codebook size

We have generated all codebooks from the same training set of 20,000 images testing a range of different codebook sizes: 250, 500, 750 and 1,000. Retrieval results generally are best for a codebook size in the order of 500-1,000 visual words. Note that this number is significantly smaller than the number of visual words typically used in example based image retrieval. We attribute this to the fact that the information encoded in sketches is much sparser compared to images. Additionally, no information about the magnitude of gradients is available.

5.1.2 Feature size

We find that rather large local feature sizes are necessary to achieve good retrieval results, independent of the feature representation used. If the local window size is chosen too small, the majority of visual words would encode small line segments in a variety of different orientations, which is not discriminative enough to achieve good retrieval results. Note that this result depends on the type of sketch used as input: artists might be able to express fine detail in their drawings and thus might benefit from smaller local windows – all participants that have generated our sketches however have drawn only large scale features. We thus assume that a large majority of potential users would not be able to express fine details in their drawings. This could also explain the good retrieval results of the existing global descriptors. Summarizing, we find that local feature sizes in the order of 20-25% of the image’s diagonal perform best. We discuss the implications of this in Section 6.

5.1.3 Feature representation

We find that unmodified existing shape descriptors (shape context [19] and histogram of oriented gradients [3], [20]) are not directly suitable for the task of SBIR. We report the following maximum correlation coefficients achieved for the global descriptors (Tensor and HoG): 0.223. Both the shape context and the histogram of oriented gradients descriptor achieve lower maximum correlation values of 0.161 and 0.175 for the range of parameters tested in this evaluation setup. The proposed spark descriptor attains a maximum correlation coefficient of 0.217 for a codebook size of 1,000 visual words and a local radius of 20. The histogram of dominant local orientations outperforms the other local descriptors with a maximum correlation coefficient of 0.277 for a codebook size of 1,000 visual words and a radius of 25% of the image diagonal.

5.2 Experimental applications

We present several experimental applications that build on the bag-of-features SBIR system proposed in Sec. 4. Note that in each application users are only asked to draw or edit simple binary feature lines.

5.2.1 Specialized search: human faces

We performed initial experiments for sketch-based search on the FERET face database [24], containing 12,000 pictures taken from 1,200 human faces. As illustrated in Figure 13, our SBIR system provides acceptable to good results even when applied in such a specialized search scenario. Controlling the visual search processes through sketch lines opens the question of the drawing interface provided to users – additional computation (i.e. symmetry enforcement, filtering) could help to improve retrieval results in this scenario.

5.2.2 2D search from 3D shapes

We propose a simple strategy for 2D search from 3D objects: the user starts by choosing a 3D object in
a) global descriptors (no codebook)
b) shape context
c) spark descriptor (codebook size 1,000)
d) histogram of orient. gradients
d) SHoG descriptor

Fig. 11. Evaluation results for global and local descriptors. For all plots we show the evaluation results for varying codebook sizes (250-1,000) and local feature radii (5-30). For the spark descriptor, the codebook size is set to 1,000, shown are the results of the three different histogram types for varying local window sizes. The results of the global descriptors are shown for varying descriptor resolutions and masked/unmasked variants.

---

Fig. 12. Typical query results of the proposed system (top n images when querying with sketch on left).

Fig. 13. A binary sketch capturing main face feature lines (left) is used to search among thousands of human face photos. Two samples of corresponding results are shown on the right of each sketch.

a shape repository and selects an appropriate viewpoint. We render the view using recent line drawing algorithms [25], [26] and forward to resulting 2D image to our SBIR search engine. While this method obviously requires access to a browsable database of 3D objects, we believe that it could be particularly helpful for 3D artists modeling and texturing 3D shapes: extracting such data from real photos is a frequent task but the search for adequate images is tedious. Our SBIR system definitely eases the search for matching images, by using the information contained in the designed 3D shape to query for matching pictures. Note that an image-based search would not work as the main source of information in the 3D shape is lines and contours. We present an example of such a 2D search from 3D input in Figure 14.

5.2.3 Basic sketch-based video search

Video collections could also be understood as large image collections, which again can now be easily searched using the proposed SBIR system. We performed initial experiments by searching within a collection of 17 feature-length movies. We extracted the I-frames of all videos, resulting in a set of 78,000 images which again could be searched using the proposed SBIR system. The result were satisfying for
simple scenarios but appears that complex animations will require annotated sketches, containing additional information on movements [27], [28], [29].

6 Discussion

6.1 User study

There were several design decisions involved in the creation of the user study, all of which influenced the outcome to a certain degree. The choice of sketches and corresponding images certainly has the largest influence: we tried to generate them in such a way that current SBIR systems would be able to achieve reasonable results with the resulting benchmark. Since the matching images were generated from the output of a system using global descriptors, this has some influence on what the benchmark measures: it is not explicitly designed for evaluation of invariance to affine transformations. A further study similar to the one in this paper would be helpful to evaluate those questions. From our experience and the feedback of the study participants, we can however report that users still give good ratings if an object is located at a slightly different position than in the sketch, strong offsets, however, typically lead to poor ratings. Also, slight scale invariance is desirable, rotation invariance however does not seem to be what the average user is looking for.

6.1.1 Possible sources of bias

We note that the selection process of images to be paired with the sketches is potentially biased. A pool of candidate images has been collected using existing sketch-based retrieval algorithms and it is hard to assess what images have been ignored in this process. Potential bias for the study could only be introduced by systematically ignoring images that would be considered good matches to a sketch at least by some human observers. However, the same could be true for any other automated selection process. And, also a human-guided selection process would likely be biased: unless we know that humans rate the likeness of sketches and images similarly we would have to involve several subjects in the selection process – whose selection is a sampling problem in itself. More severely, the manual inspection of millions of images will most likely lead to fatigue and frustration, which would bias the selection. Consequently, we believe it is impossible to select a set of images for this task that was arguably unbiased.

We like to explain the consequences of a potentially biased images sample:

1) Most obviously, the selection based on an existing SBIR system could favor this system in the benchmark. We argue that this is very unlikely, since subjects are not aware of how the images have been selected and, indeed, for a few sketches, we noticed negative correlation values between users’ rankings and the descriptor’s ranking.

2) Our conclusion that humans rank the likeness of sketches and images consistently would have to be limited to the subsample we have actually analyzed, if a significant part of relevant pairs was missing. This is a general problem in any study of this type. However, for the definition of a benchmark this has little consequences, as the conclusion is still true for the sample used.

3) Optimizing descriptor parameters based on the benchmark could overfit to the sample, which is not fully representative of ground truth. This is a common problem in any approach that optimizes an algorithm based on sampled data. We can however report that algorithms that appear improved based on the benchmark indeed behave better in practical applications.

6.1.2 Choice of rating scale

A 5- or 7-point Likert scale is commonly used in psychological experiments – possibly because humans are able to discern just around seven values in many types of experiments [30]. Research on the effect of scales on the outcome of experiments found no statistical difference between 5- and 7-point scales [31]. Using a 7-point scale in our study, none of the subjects reported they disliked the scale or found it more difficult to choose among the pairs that did not match well.

6.2 Benchmark

We propose to use the ranking resulting from averaging scores over all 28 study participants as the benchmark ranking. Our analysis reveals that this ranking can be reasonably used as a benchmark (see Figure 5, right). However, certain characteristics of the
benchmark might need to be adapted depending on the application and the needs of the specific user [8]. Also, there are certainly other valid ways of analyzing the resulting data besides rank correlation. We therefore provide the complete dataset gathered from the user study as an open resource, hoping that this spawns further research on SBIR evaluation.

6.3 Sketching interface
A search result can only be as good as the input, and therefore the performance of current SBIR systems currently largely depends on a user's ability to depict the desired sketch in a "realistic" way. Due to the use of coarse histogram binning, the proposed local feature descriptors are tolerant against offsets in position and orientation of the depicted sketch lines – nevertheless they rely on the fact that the depicted lines exist in the images to be searched. The proposed 2D search from 3D input could be an initial approach to overcome those problems, helping users to generate sketches that are e.g. perspectively correct. Automatic tools for simplification, smoothing, filtering and enforcing symmetry in the sketch could support users in generating "good" sketches. We can also envision approaches where a system "teaches" the user how to draw sketches in order to achieve good retrieval results. Such a system could e.g. filter or mark lines in a sketch that would have little influence on the search results.

6.4 Local features
We found that the local feature size required should be as large as 25% of the image diagonal in order to achieve good query results. Note that with such large window sizes, invariance to translations also suffers – for the large sketches typically drawn by users there is simply not much space left for translating the sketch. This might also explain the good results achieved with global descriptors, which are mostly translation variant. An obvious improvement of the local descriptors – which we left for future work – is making them fully invariant to affine transformations, i.e. rotations (if desired) and scaling. Many possible approaches for this problem have been reported in the image retrieval literature and it remains to be evaluated, whether those approaches can be directly applied to SBIR.

7 Conclusions
Our main conclusion drawn from the results of the user study is that humans consistently agree on the similarity between a simple binary sketch on the one hand and a color image on the other hand. This result has allowed us to define a general benchmark for evaluating the performance of any SBIR system. As shown in this paper, the benchmark cannot only be used to evaluate existing systems but can also be used to optimize new systems by giving a means for measuring the influence of various retrieval system parameters on retrieval performance. We believe that the most important detail concerning our benchmark is that it is grounded on real users' input: they need to be satisfied by the query results of a particular system and the score of the proposed benchmark is directly proportional to this property. Interestingly, we found that the rather small difference in benchmark correlation values between the best global and the best local descriptor results in significantly improved experienced retrieval quality (i.e. one can "clearly feel" the difference).

Given the performance of the currently best performing descriptors, we have to admit that those results are still far from optimal – real humans are able to achieve substantially higher correlation values than current systems. We hope that the benchmark provided in this paper will help to stimulate further research on sketch-based image retrieval and make the resulting retrieval systems more comparable.
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